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General presentation of the topic  Linear logic (Girard [1987], see also Melliès, 2009) is long thought to be relevant to the design and implementation of programming languages with a better awareness of resource usage (e.g. control over memory allocation, as early as Lafont [1988]). In addition, resource-related features of programming languages commonly used in Rust (and so-called “modern” C++, starting from C++11), do indeed remind of linear logic in some aspects. Their central concept is that of resource, that is values of a type with an associated destructor: a clean-up action (such as freeing some memory, closing a file, releasing a lock...) that consumes the value.

However, linear logic, and more generally the traditional approaches to denotational semantics, have not yet developed an understanding of resource-management as found in practice in programming languages. In fact, these features originating from “systems” programming languages that appeared in the industry are not even so well treated in the general field of programming language theory.

1For instance, not modelling destructors has been an explicit limitation of the works to model the Rust type system using separation logic (Jung et al. [2018]), despite their importance for memory-safety and the known rough edges of their design in Rust.
In recent works, however, we have found hints that it is possible to reconstruct the main aspects of resource management in categorical semantics.\footnote{Combette and Munch-Maccagnoni, 2018} We hope that it can be a starting point to establish the groundwork for a principled and coherent understanding of these features in programming languages, and notably their successful future integration with functional programming.

This internship subject has as a starting point recent approaches to the categorical semantics of logic and computation, and it can interest mathematically-inclined young researchers who are interested in advancing the theory of programming languages and its connection to logic. The topic can evolve into a PhD subject in various directions, from more theoretical to more practical, in accordance with the tastes of the student.

**Resource types and ordered logic** The starting point of a rational reconstruction in the language of linear logic is to consider types with destructors as objects in a category with objects of the form \((A, \delta : A \rightarrow T1)\) —a slice category—, where \(A \in \mathcal{C}\) is the base type of values, the starting category \(\mathcal{C}\) of values is a model of linear or intuitionistic logic (\(\lambda\)-calculus), \(T\) is a strong monad (modelling the ambient effect, e.g. global state), and thus the destructor \(\delta\) expects a value of type \(A\) and performs an effect before returning nothing. This construction has good properties, for instance one can model pairs of resource types \(A' = (A, \delta_A)\) and \(B' = (B, \delta_B)\) with a tensor product \(A' \otimes B' \overset{\text{def.}}{=} (A \otimes B, \delta_{A \otimes B})\) where the destructor \(\delta_{A \otimes B} : A \otimes B \rightarrow T1\) is obtained by doing \(\delta_A\) followed by \(\delta_B\) via monadic composition.

Since \(\delta_A\) and \(\delta_B\) can perform side-effects, this can be different from doing \(\delta_B\) followed by \(\delta_A\), and so \(A' \otimes B'\) and \(B' \otimes A'\) are very different types in general (just like structs in Rust/C++). Linear logics that reject the isomorphism \(A' \otimes B' \not\approx B' \otimes A'\) are called ordered or non-commutative (Lambek, 1958).

**Ownership** In order to control mutability in programming languages (Reynolds, 1978), various notions of uniqueness or ownership have been proposed as dynamic or static (type-based) restrictions on the usage of values since the 1990’s. With resource types, Rust/C++11 propose a notion of ownership (expanding the so-called RAI\textsuperscript{II} pattern from earlier C++) which was at odds with the literature up to that point. It is more general, dealing with resource abstractions beyond memory. From this concept nevertheless emerges notions of linear (affine) type systems, region types (borrowing), and uniqueness (control of aliasing)—other aspects much better studied in the literature.

The long-term goal is to show how notions related to ownership (linear type systems, region typing, uniqueness) follow from a rational reconstruction in the context of categorical semantics of programming languages, and how an abstract view advantageously informs the design of programming languages.

**Linear Call-by-Push-Value** The framework in which this development takes place is the call-by-push-value (CBPV) (Levy, 2004), a model of higher-order computation with side-
effects, a decomposition of call-by-value $\lambda$-calculus motivated by denotational semantics; more precisely linear CBPV developed by the advisor and his colleagues (Curien, Fiore, and Munch-Maccagnoni (2016)), which is the focus of the internship.

Linear call-by-push-value is a model of higher-order computation that describes the proper way for combining side-effects (Moggi, 1991) and resources (Girard, 1987). It unifies CBPV and Melliès’s tensor logic (Melliès and Tabareau, 2010), and it makes the expected connexions between (linear) logic and (effectful) computation. However, the results are currently to (commutative) linear logic.

Goals We would like to extend the logic and the results from Curien, Fiore, and Munch-Maccagnoni (2016) into an “ordered call-by-push-value”, to model the non-commutative phenomenon mentioned before, and to serve as a starting point for further investigating notions related to ownership in programming languages.

The internship task is to understand this paper with the help of the advisor, and, as a research in team with the advisor, to investigate the difficulties in the non-commutative case, and lastly, if successful, to contribute to the publication of the results in an international conference or journal.

Pre-requisites As a young researcher, you probably already have:

- outstanding creativity,
- taste and capacity for acquiring a bibliographic knowledge of a topic,
- teamwork,
- clear and rigorous writing,
- good oral presentation skills.

More specifically for this topic, and less importantly, one expects:

- starting knowledge and interest in categorical semantics of logic and computation,
- interest or curiosity in systems programming (e.g. Rust), or proof theory (e.g. linear logic, focusing), or old-school linguistics (where non-commutative logic originates from), etc.

Notes Our team Gallinette provides a nice atmosphere. It is a large and young team of researchers in Nantes, specialised in logic, programming languages, and the formalisation of mathematics. Many colleagues work on the development and application of the Coq proof assistant.
• My speciality is in logic and denotational semantics (e.g. lambda-calculus). More recently, I have found this area of application of my works to programming languages\(^4\) and I started hacking and contributing to the OCaml language runtime. I interact both with researchers in logic/semantics and with OCaml/Rust researchers and implementers in the industry.

• Funding is available for travel (e.g. workshops and visits abroad). There are collaboration opportunities with M. Fiore (Univ. Cambridge, UK).

• In addition, a student with taste in programming will also have the opportunity, if they want, to get involved in side-projects meant to improve OCaml’s support for safe resource management in a concrete manner.
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